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Abstract
In recent years, ransomware has become more common, and

destructive, affecting many organisations and individuals

daily. On top of this, it has become more easily accessible

to malicious attackers. Currently, there are many network

intrusion detection techniques and tools available, however,

these carry a large burden, requiring help from experts, cum-

bersome analysis techniques and heavy computing resource

requirements. Along with this, many of these tools only offer

methods for the detection and removal of malware once it

has infected the system and lack in ability to detect it before

it causes damage. Deep learning has recently become a tool

for network intrusion detection, resolving many of the bur-

dens mentioned above. Despite the large amounts of research

available for network intrusion detection using deep learn-

ing, there are only a few methods targeted specifically at

ransomware. In this paper, we review the various techniques

that have been taken for network intrusion and ransomware

detection, including deep learning techniques, along with

the strengths and weaknesses of these approaches. In par-

ticular, we look at the techniques that can be used within

community networks, which come with additional resource

and analysis constraints.
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1 Introduction
Network traffic classification has vast applications. One of

these applications is providing Quality of Service (QoS), in

which different priorities are assigned to different applica-

tions, such as video traffic requiring high-speed traffic trans-

missions, as opposed to applications such as email. Another

application is network intrusion detection - a mechanism

for monitoring network activity, and identifying malicious

traffic.

Previously, the tools created for network intrusion de-

tection have relied on using rules and code signatures that

human experts have created. These can take large amounts

of time to make and can often only be made after a certain

attack has happened at least once, making these tools vulner-

able to zero days attacks - newly discovered vulnerabilities

used to harm a system, that a vendor has ’zero days’ to fix.

Moreover, these tools struggle to cope with modern network

traffic due to their inability to work with encrypted traffic.

Additionally, these approaches commonly rely on port-based

methods, such as deep packet inspection, and are ineffec-

tive due to port obfuscation and non-standard port numbers

[26]. A newer approach to network intrusion detection is ma-

chine learning, which can work with encrypted traffic. Some

examples of this are the random forest algorithm and the

k-nearest-neighbour algorithm. However, the ML approach

can be computationally expensive and often requires human-

engineered features[17], making this approach unsuitable to

be used when there are compute resource constraints.

DL - a branch of machine learning, in which the neural net-

works have three or more layers - has been shown to reduce

the burdens of classical and machine learning approaches,

being more lightweight, needing less human-engineered fea-

tures and having greater learning abilities [25]. This makes

deep learning more suitable for use in systems where there

are computing resource constraints, such as community net-

works - large-scale, distributed and decentralized systems,

often used in rural areas. Community networks often func-

tion on low-cost devices, providing challenges whenworking

with heavier network traffic and flow [6].

This paper aims to review work that has been done using

DL to detect ransomware in encrypted traffic. Ransomware

can be broken down into two types: Locker Ransomware and

Crypto Ransomware. Locker ransomware locks a user out

of a system, preventing them from using the system. Crypto
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ransomware locks files within a system, preventing the user

from accessing these files. Most of the time, a ransom is

demanded, upon which the system/files are unlocked once

it has been paid.

To our knowledge, there is little research that has been

published with regard to network intrusion detection on

encrypted traffic. There is even less when it comes to ran-

somware intrusion detection with resource-constrained com-

munity networks. This is a gap in research that needs to be

filled as ransomware poses the greatest cyber threat to digital

infrastructure, making it the most dominant form of attack

[16].

The paper is organized as follows. Section 2 gives an

overview of the topics that will be discussed in and used

in our research. Additionally, this section discusses the most

common and favourable deep learning models used in net-

work traffic classification and network intrusion detection.

Section 3 discusses previous work done on network intru-

sion detection and traffic classification. In Section 4, the chal-

lenges of network classification are discussed. After this, Sec-

tion 5 discusses what makes up a good dataset, and then Sec-

tion 6 reviews datasets that contain encrypted ransomware

network traffic. Section 7 provides a discussion and analyses

of the methods used pertaining to ransomware detection and

insights gained from the paper. Lastly, Section 8 summarizes

the key conclusions of the paper.

2 Background
2.1 Community Networks
Community networks are networks that are mostly dis-

tributed, decentralised, low-resource systems that rely on

low-cost, wireless devices to connect the nodes within the

network. Community networks strive to reduce the gap in

digital access by offering more affordable internet connectiv-

ity in areas that are usually rural or underdeveloped, where

people may otherwise face difficulties in accessing reliable

and affordable internet services. [8] [24]. It is important to

bare in mind the resource constraints when working with

community networks. The largest of these constraints are

bandwidth constraints, affecting the user’s application us-

age. Another constraint is the security constraints, as the

previous security techniques cannot be applied to due them

being computationally resource-heavy.

2.2 Online Classification
Traffic classification can be done in two, online and offline

classification.

With offline classification, the network traffic does not

need to be classified in real-time. In offline classification, the

analyses are done on pre-recorded network traffic that has

been captured. It allows for deeper analyses of the network,

usually over a longer period of time. Offline classification

is used for monitoring and analyses of the traffic, such as

troubleshooting a network or analysing the network for

security flaws.

With online traffic classification, the traffic has to be anal-

ysed immediately, in real-time, using only the first couple of

packets. This is often used in providing QoS since priorities

need to be assigned while the user is using the network. In

our case, online classification is needed as network intrusion

needs to be detected in real-time, giving the network the

ability to block malicious traffic, not allowing it to ever enter

the system.

The analyses of online classification can be achieved through

either flow-based or packet-based approaches. Flow-based

traffic classification involves grouping packets by their flows,

looking at destination IP addresses/port numbers and pro-

tocol types. Traffic can then be classified using the first few

packets and determining which group of flow they belong to.

Flow analyses can give a more holistic view of the network

than what may be achieved with packet analyses. Packet-

based traffic classification involves analysing the individual

packets in the traffic, without associating them with a cer-

tain flow. This allows for a more detailed inspection of the

network than flow-based analyses as each packet’s contents

are carefully examined. Both flow-based and packet-based

classification have their advantages [3] and this paper will

look into both techniques.

2.3 Deep Learning
Deep learning has the ability to identify higher-level fea-

tures from the input provided to it. The lower layers in the

deep network can identify the edge cases, and the higher

lowers identify the more obvious features. There the sys-

tem automatically learns features giving it the ability to

learn complex patterns from the raw input, without needing

human-designed features [15]. Additionally, deep learning

has greater learning abilities compared to common machine

learning algorithms, allowing them to obtain higher accura-

cies [25].

2.3.1 Model Evaluation. In Section 2.4, are the deep learn-
ing models that will be used to detect ransomware using

encrypted network traffic. How they work and why these

models were chosen will be discussed, looking at the work

of other research in this area. The different models that have

been used for intrusion/ransomware detection will be evalu-

ated. The main metrics that will be looked at are accuracy,

precision, recall and F1 score. These metrics are calculated

using the following definitions: True positives - the number

of times each label is correctly identified; False Positives -
the amount of times a label is incorrectly predicted as posi-

tive; True negatives - the amount of times a label is correctly

predicted as negative and False Negatives - the number of

times a label is incorrectly predicted as negative. The goal
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of the deep learning models is to maximise the true posi-

tives and negatives whilst minimising the false positives and

negatives.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝐹1𝑠𝑐𝑜𝑟𝑒 =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

2.4 Deep Learning Approaches
2.4.1 Longest Short-Term Memory (LSTM). Longest
short-term memory (LSTM) is a type of recurrent neural net-

work (RNN), that a specifically aimed at analysing long-term

dependencies in sequential data [17]. The LSTM does this

by making use of a memory cell and controlling the flow of

information in and out of the cell using three gates: forget

gate, input gate and output gate. This allows the neurons

within the network to retain temporal information. LSTMs

are a commonly used branch and RNNs as they help solve

the vanishing gradient problem - a problem that happens

during backward propagation, when the gradients become

very small, hindering the network’s ability to update the

parameters effectively. The LSTM helps solve this problem

by selectively retaining and forgetting information over time

[9]. In network classification and intrusion detection, traffic

flow is made up of a sequence of packets, and the data of

the current packet could be linked to the previous one. Addi-

tionally, the data within each packet’s payload is sequential.

This makes LSTMs a favourable model to use for network

classification and intrusion detection.

Zeng et al. proposed an LSTM that utilises time-related

information [25] contained within the network traffic. The

input to this LSTM was a graph. This is different to previous

work in which the input was traffic-byte data transformed

into character-data [21]. The LSTM produced by Zeng et

al. achieved the highest accuracy of 99.41% with regard to

network intrusion detection. This was compared to a CNN

and an SAE which attained lower accuracies. On top of this,

the LSTM had much lower storage requirements, compared

to previously used ML models. This makes the LSTM more

suitable to be used within a community network environ-

ment.

Wang et al. [22] proposed a system denoted hierarchical

spatial-temporal feature-based intrusion detection system

(HAST-IDAS) for intrusion detection of malware. This model

used a combination of a CNN and LSTM that work together.

CNN is used to learn the low-level spatial features and LSTM

to learn the high-level temporal features. Themodel achieved

an impressive accuracy averaging above 99.6% on 9 different

types of malicious traffic.

2.4.2 Convolutional Neural Networks (CNN). CNN’s
primary use is in image pattern recognition. They comprise

of three different layers. These layers are the convolutional

layers, pooling layers and fully-connected layers [14]. The

convolution layer employs image kernels containing a lim-

ited set of trainable parameters to capture significant spatial

features from the input. The pooling layer reduces the spa-

tial dimensionality of the data and the fully-connected layer

consists of neurons that are fully connected to each of the

neurons in the layers next to it. These three types of layers

would be grouped under the ’hidden layer’ of the CNN. The

overall structure of a CNN is an input layer, a hidden layer,

and an output layer. Although CNNs have mostly been used

in image recognition, they are one the most employed deep

learning models for network intrusion detection.

Mohammad et al. proposed that 1 Dimensional CNNs are

the optimal choice when working with network traffic clas-

sification due to their ability to capture spatial dependen-

cies between adjacent bytes within the network packets

(1-dimensional data), which helps find patterns for each pro-

tocol or application [12]. This is opposed to 2-dimensional

CNNs which recognize patterns in 2D data, such as images.

Aceto et al. [1] found that 1D and 2D filters obtain the same

results and hence state that network traffic can be considered

as 1 dimensional, mitigating the need for 2D filters. Further-

more, it was shown in a past study that a 1D CNN is able

to achieve higher accuracy when classifying network traffic

than a 2D CNN [23]

Zeng et al. [25] demonstrated that a 1D CNN performed

with the best results when classifying encrypted network

traffic, obtaining an accuracy of 99.85%. This was compared

to LSTM and SAE deep learning models which obtained

accuracies of 99.22% and 98.74%. The CNN used consisted of

2 convolutional layers, 2 max-pooling layers, 2 local response

layers and a densely connected layer which used a softmax

classifier.

Although Multi-layer perceptrons (MLP) are similar to

CNNs - both consisting of many layers with learnable pa-

rameters they struggle to work with high dimensional data.

Rezaei and Liu [17] state that in order to overcome this prob-

lem, CNNs can be used. This is an essential criterion, due

to the high dimensionality of modern encrypted network

traffic.

Chen et al. [7] employed a CNN model consisting of 2 con-

volutional layers, 2 pooling layers, and 3 fully connected lay-

ers to classify protocols and applications. They transformed

the initial time series data into 2-D images using reproduc-

ing kernel Hilbert space (RKHS) embedding. Their CNN

model demonstrated superior performance, obtaining higher

accuracy when compared to traditional machine learning

methods and MLP in the task of protocol and application

classification.
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2.4.3 StackedAuto Encoder (SAE). An autoencoder refers
to a type of artificial neural network that undergoes training

to compress input data into a more concise and compact

representation, with a reduced number of dimensions. Sub-

sequently, it is designed to reconstruct the original input

data from this compressed representation. SAEs consist of

multiple autoencoders stacked on top of each other. The

deep learning models mentioned in sections 2.4.1 and 2.4.2

used supervised learning - training data is labelled - to per-

form their tasks. SAEs are used for unsupervised learning

tasks - training data is unlabelled - such as dimensionality

reduction, feature extraction and data compression.

SAE are can be used alongside other deep learning models,

such as a CNN [17]. The SAE can extract meaningful features,

that are passed to the CNN as inputs. Along with this, the

SAE can perform dimensionality reduction, which can make

training the CNNmore efficient and improve its performance.

This comes in handy due to network data being highly di-

mensional. Ferreira et al. [10] highlight the large volume of

data network traffic and the need for its dimensions to be

reduced. An autoencoder is used to do this.

Zeng et al. propose an SAE applied with a sigmoid acti-

vation function [25]. Although the SAE produced the least

favourable results, the results produced are still commend-

able, achieving an accuracy of 98.74% for network traffic

classification. Despite the SAE not producing the best re-

sults, it is important to evaluate their functionality, and how

they can be combined with other deep learning models to

produce more desirable results.

3 Related Work
Zeng et al. [25] present a framework for a deep learning-

based network encrypted traffic classification and intrusion

detection framework. In the paper, three deep-learning algo-

rithms are tested and employed. These are namely, a Convo-

lutional Neural Network (CNN), a Long Short-Term Memory

(LSTM) and a Stacked Auto-Encoder (SAE). The authors

also address storage and computational expense factors by

providing a lightweight framework. The paper accurately

classifies encrypted traffic, with the CNN obtaining an accu-

racy of 99.85%. While LSTM obtains an accuracy of 99.41%

for intrusion detection. The paper does not specifically target

ransomware and hence may come short when detecting the

vast amounts of ransomware families.

Modi et al. [13] performed ransomware detection using ma-

chine learning on encrypted network traffic. The paper out-

lines related research in this area and highlights the weak-

nesses of each of those papers, mostly focussing on the

limited research when dealing with encrypted traffic and

ransomware. The authors mention the lack of datasets con-

taining encrypted ransomware network traffic and hence

solve this by collecting a dataset that was made public [18].

Three machine learning classifiers were used, support vector

machine (SVM), random forest and logistic regression. In

the results, it is shown that the random forest performs best,

obtaining an accuracy of 99.9% and a false-positive rate of

0%. These results are exceptional, however, these machine-

learning approaches are computationally intensive and re-

quire large storage, making them less ideal for resource-

constrained nodes.

It is often the case that ransomware detection tools report an

accuracy of 100%, but are only tested with one ransomware

sample. Additionally, it is hard to test the results among these

different tools as they use different samples and evaluation

metrics [4]. Berrueta et al. discuss a public repository, con-

taining ransomware traffic which was obtained during the

attack on a large network. This dataset contains updated

ransomware binaries since 2015 and can be used to test the

majority of ransomware detection tools. Berrueta et al. pro-

vide a dataset that will be used to train our deep-learning

models.

A common approach to traffic classification and network

intrusion is payload inspection. This involves inspecting the

payload of each packet (discussed more in Section 2.2) [11].

Previously, methods involve using regular expressions as sig-

natures for the different protocols. These methods struggle

when the regular expressions need to be updated for each

new protocol released. Moreover, these methods become

less efficient, or unusable when dealing with encrypted traf-

fic. Sherry et al. proposed a system to perform deep packet

inspection with encrypted data [19]. Although the paper

only deals with the HTTPS protocol and does not use deep

learning, the importance of working with encrypted traffic

is highlighted.

4 Network Classification Challenges
In order to successfully detect malware/ransomware within

a network, the network traffic needs to be successfully clas-

sified into its sub-categories. The traffic can roughly be sep-

arated into two sub-categories: benign traffic - normal net-

work traffic that is considered ’safe’ - and malicious traffic -

network traffic that is considered harmful. However, recently,

network classification has become more challenging.

Many different protocols are being applied in order to

make network traffic more secure. Some of these protocols

are HTTPS, SSL and SSH. This means that the payloads of

different traffic have a large variety of encryption techniques,

making the payloads harder to classify.

Another challenge is the use of adversarial machine learn-

ing in network intrusion detection [2]. Machine learning

and deep learning can cope better with zero-day attacks due

to their knowledge of the difference between normal traffic

flow and malicious traffic flow, making them more appealing
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than previous tools made by human experts. However, these

learning models are susceptible to adversarial machine learn-

ing - a model that creates inputs for a learning model that are

purposely made to trick the model, or that train the model

incorrectly. In our case, these inputs would be malicious

traffic that is disguised as benign traffic that could bypass

are ransomware intrusion detection model, decreasing its

accuracy and confidence.

The third challenge, and arguably the most impactful one,

is the diversity of network traffic. With the vast number of

applications, the move to cloud computing and the Internet

of Things (IoT), network traffic has become more diverse.

Additionally, networks are being created with the goal of

making them as diverse as possible to achieve resilience. This

means that extremely diverse datasets are needed to train

the deep learning models, as a model that can accurately

classify only a small range of network traffic, is not a useful

one.

5 Data Collection And Selection
What makes a good deep learning model is the dataset, and

what makes a good dataset is the quantity of data within

it, and the quality of that data. Many datasets exist for traf-

fic classification/network intrusion, however, there is no

agreed-upon dataset that can be used to train each deep

learning model. [17] states that this is due to three reasons:

the impossibility of one dataset containing all possible traffic

classes, no common data collection/labelling methods and

the many different collection methods and scenarios. Be-

cause of this, datasets are usually chosen according to what

the researcher wishes to classify/detect. Furthermore, the

data can be collected in different locations within a network,

eg. client/server/network edge etc.

For the dataset to have quality, it needs to be labelled reli-

ably and needs to be representative. There are tools available

for labelling data, called Deep Packet Inspection (DPI) mod-

ules. The deep learning model’s accuracy depends on how

well these tools label the data. These tools often fall short

when working with encrypted traffic. Additionally, even in

fully controlled environments, removing background traffic

is a challenge as 70% of smartphone traffic is background,

and only 30% is linked to user interactions [20]. Despite

these limitations, capturing each category in a controlled

environment is the standard approach.

For a dataset to be representative, it needs to contain di-

verse samples from different classes. Accuracy can drop dra-

matically when the Operating system used in the test set is

different to that in the training set [17]. Many users need

to be used when collecting the dataset, or else the dataset

can overfit to user-specific features, rather than the traffics

features.

6 Dataset
The dataset needed to train, test and validate the deep learn-

ingmodels should have the criteria of containing ransomware

traffic that is encrypted. This section reviews the work done

using datasets with these criteria. Berrueta et al. [5] presents

a ransomware PCAP Repository. The dataset was obtained

by capturing the network traffic whilst ransomware binaries

are encrypting a set of files shared from an SMB server. In

total, there are 94 samples from 32 different ransomware

families. The main goal of the authors is to provide a dataset

for testing both new and old ransomware detection tools.

Modi et al [13] provides a dataset including network activ-

ity from ransomware and benign applications. The dataset

consists of 20 ransomware families, with a total of 666 sam-

ples. This is a low number of samples for the purpose of

training deep learning models, however, due to the limited

amount of datasets available, this dataset provides a step in

filling this gap.

7 Discussion
From the literature reviewed in this paper, it is clear that

there is a lot of research that has been done on network traffic

classification and network intrusion detection. This section

will discuss which of the approaches/constraints reviewed

above are most applicable to our research on ransomware

detection.

With respect to ransomware intrusion detection, there is

little research that has been done, and even less so when

it comes to encrypted traffic. Ransomware is, however, a

type of malware, and a deep learning model that can accu-

rately detect malware should be able to detect ransomware,

so long as there is a well-maintained and suitable dataset.

Therefore, the research done in this literature review can be

applied to our research topic. Furthermore, there are suit-

able ransomware datasets, as shown in Section 6. However,

compared to other available datasets for network intrusion

detection, the datasets containing encrypted ransomware

traffic are less dense, containing fewer samples. This could

affect the results of the deep learning models, making them

prone to overfitting.

When it comes to deep learning, many insights were

gained. First, it is shown that although more traditional ML

models can be used to detect/classify certain network traffic,

it is clear that DL models are the better choice, obtaining

higher accuracies and consuming fewer compute resources.

On top of this, DL models are more attractive to our field of

study, as they are less computationally intense than ML mod-

els. This is an important criterion as our research is aimed

at community networks, which function on low-resource,

low-cost devices. The next insight is that CNNs perform the

best when it comes to network traffic classification. Addi-

tionally, 1D CNNs are preferred over 2D CNNs for network



Conference’17, July 2017, Washington, DC, USA Lamprecht, et al.

classification/intrusion detection, due to the sequential na-

ture of network traffic. However, Chen et al. [7] showed that

a 2D CNN can accurately classify protocols and applications

when the network traffic is converted into a 2D image. It

is important to note that this conversion takes additional

computational resources than needed.

When it comes to classification, it was highlighted that

online classification is the suitable approach for our research.

This is due to the fact that to detect an intrusion, the network

traffic will have to be analysed in real-time. The packet-based

approach adheres to real-time requirements more effectively

because packets can be sorted without being recognized as

part of a data stream beforehand. Nonetheless, analysing

packets using the flow-based approach carries the advantage

of consuming less computational resources as it only requires

specific characteristics extracted from these packets, instead

of analyzing the entirety of the packet’s contents.

Most existing network intrusion and classification tools

do not deal with encrypted traffic. However, from the papers

reviewed, it is clear that there are ways of dealing with en-

crypted traffic, especially when it comes to deep learning.

Two techniques were found and documented: flow analyses

- where features like packet length and inter-arrival times

are used - which is independent of encryption, and packet

inspection - where patterns are learnt in the network traffic

without decoding the encrypted traffic.

The use of encryption techniques, diverse protocols, and

adversarial machine learning all pose significant obstacles

to accurately detecting malicious traffic. Additionally, the

increasing diversity of network traffic due to the proliferation

of applications, cloud computing, and the Internet of Things

(IoT) means that deep learning models must be trained on

extremely diverse datasets to be effective.

8 Conclusions
Network intrusion detection has been extensively studied

and clearly has a significant role in network management

and security. Furthermore, businesses and individuals are

affected daily by malicious traffic, with ransomware having

one of the highest negative impacts. Hence it is of utmost

importance that this ransomware can be detected before it

infects the network users.

In this literature review, we provided an overview of what

ransomware detection is, the constraints of modern-day net-

work traffic, network traffic classification and community

networks. Following this, a deep analysis was performed on

the research that has been done on these topics. From the

analysis, it was clear that network intrusion detection using

DL should be performed using either flow-based analysis or

packet-based analysis.

In terms of the datasets, two that contained encrypted

ransomware network traffic were examined. Out of these

two, one had relatively low samples. This should be kept in

mind when building intrusion detection models, as a small

dataset can lead to overfitting.

The DL learning models that achieved the greatest perfor-

mance in the literature reviewed, were CNNs and LSTMs.

However, combining an SAE with these models can also

produce desirable performance and results. This serves as a

guide when selecting which deep learning models we should

use in our ransomware detection system. Furthermore, it

was found that deep learning models are less computation-

ally intense and are hence more desirable than traditional

ML methods when working with low-resource community

networks.
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